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ABSTRACT " . . .
In addition to needing remote planning and execution for
This paper describes three autonomrchitectures for a  isolated spacecraft, a trend toward multiple-spacecraft
systen that continuousl plans to control a fleet of missiorspoints to the need faemote distributé panning
spacecraft using collective missi@oals insted d goals and execution. The pastifgears have seen missgnith
or command sequences for each spacecfafteet of self- growing numbers of probes. Pathfindershts rover
commanding spacecraft would autonomgusbordinate  (Sojourner), Cassini has its lamd@Huygens), Cluster I
itself to satis§ high level sciene and engineering goals in has 4 spacecraft for multi-pdinmagnetosphere plasma
a changig partially-understood environment — making measurements. This trend éxpected to continue to
feasible the operation of tens or even a hundred spacecraftrogressivel larger fleets For example, one proposed
(such as for interferometer or magnetosphevnstellation interferometer mission [Mettler&Milma 9%6] would have
missions). 18 spacecraft flying in formation in order to detect earth-
sized planet orbiting other stars. Another proposed
1. INTRODUCTION mission involves 5 to 500 spacecraft in Earth orbit to

Until the past 5 years, missions typigalinvolved fairly measure global phenomena withie thagnetosphere.

large expensive spacecraftSuch missions have primarily To describe the 4 softwaromponents of autonomous
favored uwsing dder proven technologies over more spacecraft and constellations, the next section describes a
recenty developed ones, and humans controlled spacecraftnaster/slave approach toward autonomousintrolling

by manualy generatig cetailed command sequences with constellations.  While beinga ®nceptualy simple
low-levd tools and then transmitting the sequences forextension to single-spacecraft autonomy, this approach has
subsequent execution on a spacecraft controller. several problems thamotivate the next section on
teamwork. Teamwork replaces mastand slaves with
leades and followers, wher afollower has tle aitonomy

to look after its teammates. @liourth section discusses
ways to expand teamwork to let each spacecraft function
both as a leader and a follower, and the last section
concludes ¥ discussing hybrislof the thee achitectures.

This approach toward controlling a spacecraft has worked
spectaculagl on previous NASA missions, buit has
limitations deriving from communications restrictions —
scheduling time to communicate with a particular
spacecraft involves competing with other projects due to
the limited number of deep space network antennae. This
implies that a spacecraft can spenc! a Iong time just waiting 2 MASTER/SLAVE COORDINATION
whenevera ®mmand sequence fails. This dne reason

why the New Millennium program h& an objective to  The asiest wg to adapt autonomaugacecraft research
migrate parts of mission control tasknboard a spacecraft to controlling constellations involves treating the constell-
to reduce wait time Yo making spacecrafmore robust  ation as a single spacecraft. Here one spacecraft directly
[Muscettola et al. 97]. The migrated softwasecalled a  controls the other as if they were ®nnected. The
“remote agent” and can be partitioned into 4 components: controlling “master” spacecraft performs all autonomy
reasoning while the slaves grransmit sensor values to
the master and forward control sigae¢ceived from the
master to their appropriate local devices (fig. 1). The
executive/diagnostician starts actoand tke master’s
reactive controller manages actoreither localy or
remotel through a slave.

¢ a mission manager to generatehigh level goals,

« a planner/scheduler to turgoals into activities while
reasoning about future expected situations,

e an executive/diagnostician to inigataaxd maintain
activities while interpreting sensed events through
reasoning about past@present situations, and

« a conventional reactdy @ntroller to interface with the  The 3 modules llove the reactie @ntroller essentially
spacecraft to implement an activity's primitive actions. follow the standad belief-desire-intention (BDI)

framework [Rao&Georgeff 95]. TEhmission manager
takes a set dbeliefsand generatedesires(goals) for the



system rus the planner continuouskand feeds individual
activities to tle eecutive as the becone eecutable
Mission Manager [Ambrose-Ingerson&Steel 88]. While theesexamples
shawv tha the planner’s continual operatiosdptional, all
systems must continugllrun the eecutive to actively
monitor and diagnose the reaetivontrollers.  This
involves using a production sysieto appropriatsf apply
state/response rules to affect the system stateautive
controller.
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#] [_Resctive Conral_ 2.2. PLANNER/SCHEDULER

_ ) o While the eecutive reasons about current and past

planner/scheduler, which translates them iitentions  about futue ommand sequences. Given the lyease of
(plang for execution. Gat describes 3T [Gat 97], anothertime and metric resources in spacecraft plagnibmains,
architecture with three layers to deliberate, sequence, anWe Use a heuristic iterative-repair strgt¢Rabidea 99
control. Whik deliberation combines mission manage- towards building and maintaining command sequences.
ment and planning, the other two layers match theThis approach takest omplete plan at some level of
executie and the reactie ontroller. EVAR [Schoppers abstraction and manipulates #ctions to repair problems
95] illustrates another case where #xecutive subsumes detected p envisioning ha the plan would execute on the
both the planner and mission manager. In genemkaw  spacecraft. ~ One type of problem involves multiple
describe most autonomous agent research as variants dimultaneous actions with conflicting resource neeer

the BDI model wih dfferent approaches toward e€xample, simultaneoyslactivating bo mary sensors

implementing the modules and their interactions. might caus abus fault ly drawing bo muc power.
Repairing thé problem would invole éther deletig o
2. 1. EXECUTIVE/DIAGNOSTICIAN moving sensor activation activities in the plan.

At the lowed level tre executive/diagnostician (or just At any given moment the mission manager can suggest
“executive”) takes an actiyit sequence, incrementally tasks for the planner/scheduler to add ® dinstellation’s

feeds activities to #h reactive ontroller and monitors  future behaviar Since these tasks are often abstract and
resuls to updae the systeng gate — a model of the Mmight conflict with other established taskse thicheduler
constellation and its environment. Since performing anCcontinuousy debugs its tasks and sendctions to the
activity might have unintended situatidependant results, ~€xecutive (fig. 2). The planner essengiathaintains a set
blindly feeding primitive activities to the reactive Of tasks that are abstract in the far fetund become
controller is unreliable. The issue here istttae  Progressivgl more detailed @ their execution times

Executive must rapigil diagnoge and respond to detected @pproach For example, a suggested task to take a picture
contingencies. of a targé might involve slewing ad possibl calibrating

- the @amera prior to acquiring the image. This task is
EVAR [Schoppers 95] resolvedeiproblem ly compiling  detailed aits execution time approachesy Bontinuously

large sequences intmiversal plans-a dever encoding of  getailing tre earliest tasks, the planner assures fia
state/response rules that enumerates all states and theifways has actisto send to the executive.

appropriate responses. Unfortungatilis approach only
works in restricted domagwhere ve @n male apractical Abstract tasks from Mission Manager
representation that implicitenumerates all states. — A~ 9 -

Another approach involves robustimplementing each o3 Long Term Mission Plan
activity as a reactive action procedurg RAP) — an g.§ Medium Term Plan |
encodirg o state/response rules fanticipated states = 2 | l)short Term pian

[Firby 87]. Here activities fail when éxcurrent state falls N S Time
outside tle anticipated set, and failure forcesetixecutive Actions sent to Executive/Diagnostician

to abort the sequee and inform the planner The issue
now involves hev mary actiors to feed tle executive at a
time.

FIG.:2 Continualy updating the spacecraftitivities

s time progresses, activities move frone fature plan
hrough current execution into ehpast During this
process an activity’'s expected outcomes get replaced with

For instance, one system uses variable size plannin
windows to generate sequences where one aciwito
plan for trke next windav [Pell et al. 97], and another



its ®nsed outcomes, andethonstellation’s actual state
will drift from the epected sta and cause future
expectationsa dift as well. The planner repairsetkasks
whenever this drift causes a conflict.

2.3. MISSION MANAGER

This module facilitates high-level spacecraft commanding
by maintainirg keliefs involving tke high-levé mission
profile. This profie ontairs a high level behavioral
description for the spacecraftThis description can take
mary forms from a simple set of temposaltonstrained
goals to an elaborate production system that asgeals
upon detectig wser specified scientific opportunities by
analyzing parts of the constellation & environment model.

For instance, the spacecraft wibliave periodic goals to
transmit data to EarthThese goals would be temporally
constrained in order to synchronize with a ground station
They also have d be high levé to determine hw to
communicate based onetlpecific state of the spacecraft
prior to preparing for a downlink. #another example, the
mission manager might apph featue detection algorithm
on a previoust capture picture and generate observation
goals based on the results.

While aspacecraft can operate entrautonomougl with
a mission profile.
will tend to suggest changes to mission géal answering
guestions arising from their analysisVe can even vary
the onstellation’s level of autonomby varying the
abstractness of the mission profile. Whsing primitive

action sequences, the prefitan short-circui the planner
to allov absolue mmmanding Adding abstratctasks to
the profile lets tb spacecraft adapts behavior to its local
environment, and adding data analysis fole based

autonomous goal generation makes a spacecraft detect al

respond to scientific opportunities.

3. TEAMWORK
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team leader and its followers. ldeeach follower can
monitor its own performare ad selectivel transmit
resuls to the leader. Partitioning the systesniate into
local spacecraft states and shared team-states facilitates

this selective transmission. While the spacecraft keep their

local states private, thecommunicate to keep team-states
consistent across tealin the constellation.

3.1. REPRESENTIS TEAM PLANS

Instead of sending separate actiaza each follower for
execution, the leader broadcagite entire reactive team
plant to all followers. This let each follower actively
its own progress and passyetrack its

teammates’ activities. This passive monitgriprocess

maintairsrobustness while reducing communications.

In addition to regular activities found in the master/slave
approach, reactive team ptaalso includeteam activities
These defie ®ordinatiom points where the team
synchronizes befer and after executing the team activity.
For instance, a 3 spacecraft interferometer has a combiner
acecraft to generate picturgspnocessing light reflected
rom two collector spacecraft A reactive team plan to
contrd the ®nstellation might have 3 team activities (fig.
4) to coordinate th 3 spacecraft while making an
observation, and each activihas 2 a 3 sub-activities

While the master/slave approach benefits from conceptuatiefining hav the ®nstellation behaves during the joint
simplicity, it relies on an assumption that the master spaceactivities Asillustrated, team activities have brackets and

craft's reactie ontroller can continuougl monitor the

slaves’ hardware, and this relies on high-bandwidth highly-

reliable @mmunications. Since unintended reswtcur
fairly rarely, one wg to relax the bandwidth requirements
involves putting reactir ontrollers on the slaves dranly
monitoring unexpected events. Unfortunatelys thisables
the abiliy to monitor for unexpected events between

spacecraft and leads to a host of coordination problem
Also, failures in the

among the slaves [Tambe 97].
communications system can result in losing slaves.

We @n appy teamwork models [Tambe 97, Stone&
Veloso 98] to reduce & mmmunications problem by

giving the slaves their own executives (fig. 3). This
replaces the master/slaves relationship with one between

those suffixed with an astekignly apply to subsets of the
team. In this case ¢hsubset denotes the combiner
spacecraft. Téactivities in ths plan subsequemntimake
the onstellation attain a rough formation, dress up the
formation for finer tolerances to mak measurement, and
transmit treresulsto Earth.

é/VhiIe this interferometer’s impoveristie number of

spacecraft do not sufficiegtl motivate the need for

teamwork, other interferometer mission proposals describe
over a dozen, or even a hundred, collectors to support the
combiner. To support teamwork for these larger missions,

gGiven our heayuse of Tambe’s formalism, we adopt his

terminology and call a sequee areactive tean plan.



syntax, techniques for building and mamaghierarchical

Staright Path ["E:tkt:.ﬁlﬁ;f;g}] plans, like those described earlier, also gpplgenerating
WJLM :giﬁziggi:jg’: reactive team plans As sich planning does not change
— —12cm v@v\ [formation-activity] much when moving frm master/slave plans to reactive
7 Combiner actate-laser-metrology team plans Just like in master/slavoordination, there is
AN [fringe-detectlion]* a spectrum of ways to generglans and feed them to the
.-~ Starlight & Metrology Pat [d:g{:ﬁft];mde executives At one &treme the lead spacecraft can
#__ Baseling Mewology Path | et generat a whole plan and then feed the resultant sequence

Colléotor _Aperture Plane CollSetor to its executives, and at the other extreme it repairs the plan
C:) incrementaly and maintais a ©py in the shared team-
state.
o ~100-2000 m ——— ¥
The real difference between the two approaches involves
limiting the knowledge to plan from. Wheethe master
knew everything about # mnstellation, the tea leader
only knows a subset of everything. The issue now
becomes a matter of what status information tbiptthe
subset and he fresh to keep it. Whd increasing the
information and & freshness improves the leader’s results,
it also increases ¢ communication overheadsathe
constellations status changes.

FIG.: 4 Structueof a reactive team plan for a 3
spacecraft interferometer

we must alter th eecutives’ underlying architectures to
mana@ ech spacecrafeams associated team-state. We
illuminate thee danges ® describing tke machinery
underlying team activjtexecution.

3.2. EXECUTING TEAM ACTIVITIES

A team of spacecraft contaia leader at ane or more
followers that jointy intend to accomplish some task by
executing a team activity. Teamdynamicaly form when
team activiy execution stagtand dssolve upon comple-
tion. When a team performs a task, it shares a team-stat
Thisstae ®ntairsfacts like a list of teammates, threioles

in performing the joint task, anaher information to
coordinate team activity.

A second issue involves whether the information belongs
in the team-state, and whether it shible transmitted
privately to the leader While putting information in the
team-state increases the followers’ abilities to keegx toac
each other, it also increaseg ttommunicatios overhead.
Where changing the team-swtinvolves a broadcast
followed by waiting for multiple acknowledgements,
changing tle leader’s local state involves one transmission
followed by waiting for tleleader’s acknowledgement.
Dependig on the action, execution can manipulate the o
reactive controller and alter the local and team-state
information. Since team-states are replicated across al
teammates, a spacecraft must broadcalstteaim-state

ne planning approachas tte leader managing the team
lan and followe roles in the team-state, but lets the
ollowers privatey transmit state updates to the leader.

han 1o maintain_consist he standad protocol Here the leader changes the team plan and roles based on
changes 1o maintain consis encyfhe sta ol projecting its expected results given the privatelceived
for changing a team-state is a 3-step process where on

spacecraft broadcashe change, Aateammates broadcast Statis information.

acknowledgements in turn, and all teammates update theiAnother approach still has the leader managireggtélam
copies upn hearing everyoa dse. If a teammate does not plan’s activities wih heuristicaly assigned roles in the
respord before a time-out interval, the original spacecraft team-state, but followers keep status information local and
rebroadcasts the change. submit change requests they perform thei roles in the
evolving team plan [Fujita&Lesser 96]. Whileewan
assign and reassign roles at random, a better approach
involves auctioning f the unassigned roles to the
feammates. The teammates bid on these roles based on
Nocal information as well as currepthssigned roles, and

While only transmitting team-state changes reduce
communications, the number of broadsagill implies
bandwidth problems as the spacecraft population increase
Stopping spacecraft from broadcasting a change whe
teammatgs can infer it from observation further reducesthe leader can either change the plan or assign roles based
communications [Huber&Durfee 95, Tambe 97]For .

) : . ) on these bids.

instance, the combiner in our interferometer example does
not have to sigrathe e o a formation activity The

mere act of slewing to downlink the results tells the 4. PEER-TO-PEER COORDINATION

collectors that the formation actiyiis over. The approach to alter communication overhead by
distributing execution monitoring acrossetionstellation
3.3. GENERATING AND REPAIRING TEAM PLANS can extend to atsdstributing the plannig process This

addresses the possibflitwhere the lead spacedraifs

Although reactive team plans might lookdilen extension disabled. For interferometethis is not an issue because

on standal hierarchical plas by virtue of the bracket



losing the combiner spacecraft erttie mission anyway,
but missions like a 50 satekitonstellation ag function-
ally redundant and should not end whely ane spacecraft
is disabled.

One wg to increase robustness involves giving tther
spacecraft backup plansaand mission manage(fig. 5).
While this lets tle next spacecraft in a designated chain of
command replee adisabled leader, thesextra modules
are underutilized. Instdadf transmitting data t@ central
spacecraft for planning, eavan use the extra planners to
move pars of the plannilg process closer to #data. This
makes the spacecraft symmetand coordination becomes
a collaborative effort among peers.
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FIG.: 5 Architecture for Peer-To-Peer Coordinatio
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This architectue works particulay well with constell-
ations of satellites that loogetoordinate. For instance, a
constellation of pictietaking satellites might coordinate to

As the 5 definitions imply, autongmlevels gecify
whether or not a spacecraft can change a task. For instance,
a teams leader hatasks annotated with “master”, and its
followers’ tasls hawe “command-drivefi annotations.
Given thes ainotations, a spacecraft can simultaneously
serve as a leader and a follower in two separate teams. A
spacecraft can even plan and perfolasks in isolation
while participating in teams.

While autonory levels gecify which constellation
members plan out mission managequested tasks. These
levels are not static — a spacecraft can communicate with
the onstellation to change a taskautonony level
annotations.  For instance, a mission manager might
always assign taskto its gacecraft at tb ‘“local”
autonony level. If a tean is needed to perform the task,
the spacecraft will have to changee tlnnotation to
“master.” As Martin points out [Martin&Barber 96], this
change involves communicating to find spacecraft willing
to accept “command-driven” annotations.

Using autonomy levels, wve @n treat the plan and state
information & a shared database wheamch spacecraft has
varying capabilities to modjf tasks based on their
autonomy-level annotations. Softening the distribution
requirement from full @ partial plan sharing makes a
constellation operatesa team at one point and maultiple
independent spacecrafs another. The change involves
letting spacecraft keep localplanned and executed tasks
private.

4.3. COLLABORATIVE PLANNING

partition desired targets, but each satellite runs in isolationUnlike the other annotations where a single spacecraft
to take it picture. Here the mission managers coordinateplans a task, te “consensus” annotation implies that

to partition the goals, anddiplanners and executives run
in isolation. This clesof loose coordination probie is
common in tie mobile robot community, and some
systems even dathis module a cooperative planning (or
social) module [Muller 96].

4.1. LEVELS OF AUTONOMY

multiple spacecraft collaboratiyeplan to perform a task.
Collaborative planning involves distributing the plan
across te mnstellation and letting each spacecraft detect
and repair problems. The questiomnibecomes a matter
of haw to keep tle plan consistent acrossetbhonstellation
while all spacecraft are updating it. eflmain objective is

to minimize communicati@overhead whé planning.

In teamwork or a chain of command, one spacecraft planéne approach would fragmtetne plan and distribute the

how to perform a task andsifollowers accept and execute

the results. Combining loose coordination with teamwork their union would be consistent.

facilitates letting different spacecraft act kaders for
differert tasks. Here all spacecraft km@bout al tasks,

fragments [Corkill 79]. Since &hfragmens are disjoint,
Each spacecraft would
expand is own fragment and communicate to detect and
resolve interactions. To detect interactions, each spacecraft

and each tashas a designated lead spacecraft. Researctproadcasts its fragment's effects upon determining them.

on autonorg levels [Martin&Barber 96] generalizes this
idea We can give each spacecrafi opy of the plan with
tasks annotated with one of 5 autorydevels:

« Observer: spacecraft does not participate,

« Command-drivenspacecraft serves as a follower,

¢ Consensus: spacecraft collaboratyalns with others,
e Local: spacecraft plato perform task alone, and

« Master: spacecraft plamand serves as a leader.

When a spacecraft hesaof an effet that either helps or
hinders its own fragment, it initiates a dialog with the
broadcasting spacectab add signaling actianto their
plans to coordinate the interaction. Thus the required
bandwidth deperathe amount of interaction.

An alternative approach walllgve e/ery spacecraft a
copy of the plan ad have then maintain consistencby
broadcasting changes as ythmake them. Té main



problem with ths approach involves communication [Gat97]E. Gat, “On Three-Layer Architectureytificial
overhed —the spacecraft would spend most of their time Intelligence and Mobile RobqtsD. Kortenkamp, R.
responding to each othertipdates. Bonnasso, and R. Murphy, eds., AAAI Press.

These two approaches defina whole spectrum of [Huber&Durfee 95] M. Huber and E. Durfee, “On Acting
collaborative plannerdependig on the amount of shared Together: Without Communication,” AAAI Spring Symp-
plan and stainformation. While the first case shared all osium on Representing Mental States and Mechanisms,
state information in the form of advertised effects the 1995.

second shared all plan information. [Martin&Barber 96] C. Martin and K. Barber, “Multiple,
Simultaneous  Autonoyn Levels for Agent-based
5. CONCLUSIONS Systems,” In Proceedisgof the Fourth International
This paper described several autoryoanchitectures for an ~ Conference on Control, Automation, Robotics, and Vision.
o o 2 acaatrane. etlereimar 96 & Wetir and M iman. “Space
collective missia goals insted o goals or command Interferometgr Constellation: Formation Maneuver'mg and
; Control Architecture,” In SPIE Denver '96 Symposium.
sequences for each spacecraft.e fitst architecture made
use of research relating to a single autonsr®acecraft  [Muller 96] J. Miiller, The Design of Intelligent Agents, A
by treated tle @nstellation as a single master spacecraft Layered Approach Lecture Notes in Artificial Intell-
with virtually connected slaves. igence, Springer-Verlag, 1996.

The utilized research describes implementationterms [Muscettola et al. 97] N. Muscettola, et al. “On-Board
of 4 interacting modules, and the masterfslachitecture Planning for Ne Millennium Deep Space One
placed all modules on the master. While the teamwork andAutonomy,” Proceedings of IEEE Aerospace Conference
peer-to-peer architectures keep the 4 modules, they997.

progressive} give the slaves more authgrity replicating [Mussliner 93] D. Musliner,CIRCA: The Cooperative

more of temodules across the constellation. Intelligent Real-Time Control  Architectyre PhD
While this paper described each architeztiar isolation, Thesis,Universit of Michigan, 1993.

these architectures can coexist within a constellation. Suc| . . . .
. Rabideau et al. 99] G. Rabideau, R. Knight, S. Chien, A.
a constellation wodl have 3 classes of spacetraéaders, T:ukunaga A Govi]n dice, “lterative Repgir Planning for

followers, and slaves Where leaders have the alyilito . ; ;
' Spacecraft OperatisnUsing the ASPE System,” in
plan and collaborate, followers can yekecute plans and Proceedings of iISAIRAS-99.

watch out for each other. Both leaders and followers can

have virtualy attached slave spacecratt. [Rao&Georgeff 95] A. Rao and M. Georgeff, “BDI
Agents: From Thegrto Practice,” Proceedings of ICMAS-
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